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INTRODUCTION 

The East African Community (EAC) is a regional intergovernmental organization located in East Africa, composed 

of eight member nations: Somalia, Kenya, Tanzania, Uganda, Rwanda, Burundi, South Sudan, and the Democratic 

Republic of the Congo (DRC). The primary goal of the EAC is to promote regional cooperation and integration 
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Examining Bilateral Trade Relations Between Somalia and Other 

East African Community Countries by Panel Gravity Model * 

Somali ile Diğer Doğu Afrika Topluluğu Ülkeleri Arasındaki İkili Ticaret İlişkilerinin 

Panel Çekim Modeli ile İncelenmesi  

ABSTRACT 

The aim of this study is to examine the bilateral trade between Somalia and other East African 

Community (EAC) nations from 2015 to 2022 using the panel gravity model approach. The 

study investigates the factors and relationships that influence trade patterns between Somalia 

and its trade partners. The random effects method (REM) was employed to analyze Somalia's 

bilateral total trade with other EAC member states. Data was collected from the World Bank and 

Global Economy databases. Total trade was the dependent variable, while independent variables 

included gross domestic product, foreign direct investment, trade openness, unemployment, 

population, and distance. Dummy variables such as common language, common border, and 

land border were also included in the analysis. The study found that the GDP ratio between 

Somalia and its trading partners has a significant and positive impact on bilateral trade. The 

trade openness ratio also exhibited a strong positive relationship with trade, while the population 

ratio was positively correlated with the dependent variable, and the unemployment rate had a 

statistically significant negative effect. It was found that foreign direct ınvestment did not have a 

significant effect on bilateral trade. The presence of a common language was shown to 

significantly enhance bilateral trade flows. However, surprisingly, the existence of common 

borders had a significant negative impact on trade flows. This suggests that shared borders do 

not necessarily lead to increased trade, and highlights the need for further exploration of the 

economic, political, and institutional factors that shape cross-border trade dynamics. 

Keywords: Somalia, East African Community Countries, Panel Gravity Model, Bilateral Trade  

ÖZET 

Bu araştırmanın amacı, 2015'ten 2022'ye kadar olan dönemlerde Somali ile diğer Doğu Afrika 

Topluluğu ülkeleri arasındaki İkili ticareti panel çekim modeli  ile analiz etmektir. Çalışma, 

Somali ile ticaret yapan muhatapları arasındaki ticaret dinamiklerini şekillendiren faktörleri ve 

ilişkileri incelemektedir. Bu çalışmada, Somali'nin diğer EAC üye ülkeleriyle ikili toplam 

ticaretini analiz etmek için rastgele etki yöntemi (The random effects method-REM) tercih 

edilmiş ve Dünya Bankası ile Global-Economy aracılığı ile toplanan panel verileri 

kullanılmıştır. Çalışmada bağımlı değişken olarak toplam ticaret kullanılırken, gayri safi yurtiçi 

hasıla, doğrudan yabancı yatırım , ticaret açıklığı, işsizlik, nüfus ve mesafe bu çalışmanın 

bağımsız değişkenlerini oluşturmaktadır. Çalışmada kukla değişkenler olarak ortak dil, ortak 

sınır ve kara sınırı kullanılmıştır. Çalışmada, Somali ile ticaret ortağı ülkeler arasındaki GSYİH 

oranının  bağımlı değişken üzerinde istatistiksel olarak anlamlı ve pozitif bir etki gösterdiğini 

bulunmuştur  Ticaret açıklığı oranı bağımlı değişkenle güçlü bir pozitif ilişki göstermektedir, 

nüfus oranı bağımlı değişkenle istatistiksel olarak anlamlı pozitif korelasyona sahiptir, işsizlik 

oranı istatistiksel olarak negatif anlamlı bir etki göstermektedir. Doğrudan yabancı yatırımın 

bağımlı değişken üzerinde istatistiksel olarak anlamlı bir etki göstermediği bulunmuştur. Ayrıca 

ortak dilin ikili ticaret akışlarını önemli ölçüde kolaylaştırdığı, şaşırtıcı bir şekilde ortak 

sınırların ikili ticaret akışları üzerinde önemli ve beklenmedik bir olumsuz etki gösterdiği 

sonucuna ulaşılmıştır. Bu bulgu, paylaşılan bir sınırın varlığının ikili ticaretin artmasını 

garantilemediğini ve sınır ötesi ticaret dinamiklerini etkileyen belirli ekonomik, politik ve 

kurumsal faktörlerin daha fazla araştırılması gerektiğini öne sürmektedir. 

Anahtar Kelimeler:Somali, Doğu AfrikaTopluluğuÜlkeleri, Panel Çekim Modeli, İkiliTicaret 
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across various sectors, such as trade, infrastructure, investment, and socio-economic development. The 

organization seeks to enhance collaboration in the economic, political, social, and cultural spheres among its 

member states. Fundamental principles that guide the EAC’s mission include mutual trust, political dedication and 

equal sovereignty, along with the promotion of peaceful coexistence, the peaceful resolution of disputes and the 

commitment to good governance, democracy, rule of law, accountability, transparency, gender equality and the 

safeguarding of human rights. 

The East African Community is home to approximately 283.7 million people, with over 30% concentrated in urban 

centers. Encompassing a land area estimated at 4.8 million square kilometers, the collective Gross Domestic 

Product (GDP) of the EAC stands at approximately US$ 305.3 billion. EAC has made significant strides in 

advancing towards the establishment of an economic union. It initiated a preferential trade area (PTA) in 1993, 

followed by the creation of a free trade area (FTA) in 1996. As a regional economic bloc, the EAC is witnessing 

rapid growth and is actively enhancing collaboration among its member states across various significant domains to 

foster mutual benefits, spanning political, economic, and social dimensions (Kamaludin, 2023). 

In 2005, the EAC Partner States solidified their commitment to integration by establishing a Customs Union as 

mandated by Article 75 of the Treaty governing the East African Community. Under this framework, they agreed 

to facilitate free trade, abolishing duties on products and services exchanged within the EAC zone. Additionally, 

they endorsed the implementation of a common external tariff (CET), ensuring uniform tariffs on imports from 

external countries across all EAC Partner States. 

(Redda and Muzindutsi, 2016). 

Furthering its ambitions, the EAC heads of state and government signed and agreed the East African Community 

Monetary Union Protocol (EAMU) in November 2013, which is aimed at being fully established by 2031. This 

protocol envisions a harmonized approach to fiscal policy, monetary and exchange rate management, statistical 

systems, financial market regulation, banking oversight, financial stability, payment systems, and the alignment of 

accounting and financial standards, thus making easier for greater financial and economic collaboration within the 

region. While the Maastricht Treaty of 1992 adopted the primary cohesion criteria for the European Union, articles 

83 and 84 of the Treaty governing the East African Community (EAC) impose similar requirements for the 

coordination of macroeconomic policies and the harmonization of monetary and fiscal policies within the EAC. In 

2007, a group of Central Bank Governors of the EAC's Monetary Policy Committee (MAC) met in Uganda to 

develop a strategic framework for accelerating the establishment of a monetary union within the EAC. The 

committee identified a set of macroeconomic adjustment criteria, which were divided into two groups: primary and 

secondary. The primary criteria consist of four essential convergence requirements that member countries must 

fulfill and uphold for a minimum of three years prior to joining the monetary union. These requirements include: a 

limit of 8% for overall inflation, a cap on the fiscal deficit (including grants) at 3% of GDP, a maximum gross 

public debt of 50% of GDP in Net Present Value terms, and foreign exchange reserves sufficient to cover 4.5 

months of imports. (Kipkoech, 2010). The secondary criteria is aimed at addressing any existing macroeconomic 

disparities among EAC member states resulting from diverse macroeconomic policies. These include restrictions 

on core inflation (set at 5%), fiscal deficit (excluding grants, limited to 6% of GDP), and a minimum tax-to-GDP 

ratio of 25% (Kamaludin, 2023). 

The ceiling on inflation rate serves as a pivotal macroeconomic convergence criterion within the EAC. This 

criterion mandates that member states maintain headline inflation rates at or below 8.0% for a sustained period, 

typically three consecutive years, before the establishment of monetary unification. Such a ceiling reflects a 

commitment to price stability, which is fundamental for fostering macroeconomic stability, promoting investment, 

and sustaining economic growth within the region. By adhering to this convergence criterion, EAC member states 

aim to mitigate inflationary pressures, enhance economic predictability, and facilitate the smooth functioning of 

monetary policy mechanisms. 

Table 1: EAC Macroeconomic Convergence Criteria, Inflation Rate Target ≤ 8% 

INFLATION 2015 2016 2017 2018 2019 2020 2021 2022 

Somalia 4.0 2.3 3.4 4.2 4.7 4.1 4.6 6.7 

Burundi 5.5 5.6 16.1 -2.8 -0.7 7.3 8.4 18.8 

Congo DR 0.8 1.6 3.3 3.6 1.8 3.8 8.2 8.8 

Kenya 6.6 6.3 8 4.7 5.2 5.4 6.1 7.7 

Rwanda 2.5 7.2 8.3 -0.3 3.9 9.9 -0.4 17.7 

South Sudan 52.8 380 189.9 83.5 87.2 29.7 10.5 -6.7 

Tanzania 5.6 5.2 5.3 3.5 3.5 3.3 3.7 4.4 

Uganda 5.6 5.7 5.2 2.6 2.9 3.3 2.2        7.2 

Source: EAC data portal and CBS 2022 
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Table 1 shows that Somalia exhibits relatively favorable performance, with inflation rates generally remaining 

below the 8.0% threshold until 2022, where a slight deviation occurs with a rate of 6.7%. This suggests a degree of 

stability in Somalia's inflation environment, albeit with some variability over time. In contrast, Burundi experiences 

notable inflation volatility, with several years surpassing the 8.0% threshold, notably in 2017, 2020, and 2021. This 

volatility underscores challenges in maintaining price stability within the economy and underscores the need for 

more effective monetary policy measures and structural reforms to align with the convergence criteria. Similarly, 

South Sudan exhibits extreme inflation volatility, characterized by instances of hyperinflation, particularly notable 

in 2016 and 2017, highlighting profound macroeconomic challenges facing the country. Kenya and Uganda 

demonstrate relatively stable inflation dynamics overall, with occasional breaches of the 8.0% threshold observed 

in certain years. Despite experiencing inflation fluctuations, both countries generally maintain inflation within the 

target range, indicative of a degree of macroeconomic stability and policy efficacy. Rwanda also contends with 

inflation volatility, occasionally surpassing the 8.0% threshold, particularly evident in 2016, 2017, and 2021, 

emphasizing the necessity for effective policy interventions to mitigate inflationary pressures and uphold price 

stability. In contrast, Tanzania emerges as a standout performer in maintaining stable inflation dynamics within the 

target range. With inflation rates consistently below the 8.0% threshold and only sporadic fluctuations observed, 

Tanzania exhibits a comparatively stable macroeconomic environment among its EAC counterparts. This stability 

reflects effective monetary policy implementation and prudent fiscal management, contributing to sustained price 

stability and economic resilience. 

Table 2: Intra EAC Trade (imports and exports, in USD million) 

COUNTRIES TOTAL IMPORT TOTAL EXPORT 

2020 2021 2022 2020 2021 2022 

Burundi 180.30 233.46 273.36 48.22 57.30 55.36 

Kenya 543.96 865.92 846.88 1613.22 1974.60 2058.44 

Rwanda 856.48 796.04 1168.13 437.94 628.52 840.75 

South Sudan 7.90 170.61 439.68 3.69 32.78 3.80 

Tanzania 335.28 528.03 577.99 952.02 1368.48 1414.87 

Uganda 1651.42 1609.56 1070.23 1246.04 1531.81 1944.34 

EAC 3575.33 4203.63 4376.28 4301.14 5593.49 6317.56 

Source: eac.opendataforafrica.org 

As shown in Table 2, Kenya emerges as a dominant player in intra-EAC trade, consistently recording substantial 

volumes of both imports and exports throughout the analyzed period. Notably, Kenya's total imports surged from 

USD 543.96 million in 2020 to USD 865.92 million in 2021 before slightly decreasing to USD 846.88 million in 

2022. Similarly, Kenya's total exports witnessed a consistent upward trend, reaching USD 1613.22 million in 2020, 

and peaking at USD 2058.44 million in 2022. These figures underscore Kenya's pivotal role as a major trading hub 

within the EAC, driven by its diversified economy and strategic geographical position. Uganda also features 

prominently in intra-EAC trade, albeit exhibiting fluctuations in trade volumes over the analyzed years. While 

Uganda's total imports experienced a slight decline from USD 1651.42 million in 2020 to USD 1070.23 million in 

2022, its total exports followed a fluctuating trajectory, reaching USD 1246.04 million in 2020, before peaking at 

USD 1944.34 million in 2022. These fluctuations may reflect various factors such as changes in domestic demand, 

external market conditions, and policy dynamics impacting Uganda's trade performance. Tanzania demonstrates 

relatively stable trade patterns, with both total imports and exports maintaining an upward trajectory over the 

analyzed period. Tanzania's total imports increased from USD 335.28 million in 2020 to USD 577.99 million in 

2022, while its total exports rose from USD 952.02 million in 2020 to USD 1414.87 million in 2022. This 

consistent growth underscores Tanzania's role as a significant contributor to intra-EAC trade, driven by its diverse 

economic sectors and export-oriented industries. Rwanda, Burundi, and South Sudan exhibit varying degrees of 

trade activity within the EAC, with fluctuations observed in both total imports and exports. Rwanda's trade 

volumes show a notable increase in total imports from USD 856.48 million in 2020 to USD 1168.13 million in 

2022, accompanied by a corresponding rise in total exports from USD 437.94 million to USD 840.75 million 

during the same period. Burundi's trade volumes also display an upward trend, albeit with more moderate growth 

rates compared to other member states. South Sudan, while showing a substantial increase in total imports from 

USD 7.90 million in 2020 to USD 439.68 million in 2022, registers relatively lower levels of total exports, 

reflecting its status as an emerging player in intra-EAC trade. 

METHODOLOGY 

Panel Gravity Model 

Panel data sets consists cross-sectional and time-series components, meaning that analyses using this type of data 

reflect characteristics of both. Initially applied in fields such as astronomy and agriculture, the use of panel data has 
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grown to encompass areas like management, economics, sociology, and psychology, driven by advancements in 

theoretical frameworks, computing power, and statistical methods (Zheng et al., 2009: 163). 

Panel data involves aggregating observations across multiple time periods for a repeated cross-section of entities 

such as households, firms, states, or countries (Baltagi, 2008:1). This method enables the collection of multiple data 

points for each unit in the sample, as emphasized by Hsiao (2022). Panel data analysis is created by bringing 

together the time series observations of economic units in the form of cross sections. The fact that panel data 

analysis has both a cross-sectional and time dimension makes it more effective in modeling economic relations; it 

allows for producing results (Baltagi, 2005). 

The gravity model was first utilized by Tinbergen (1962), Pöyhönen (1963), and Pulliainen (1963) to explore the 

fundamental factors influencing international bilateral trade. Contributions to the theoretical development of the 

model were made by Anderson (1979), Helpman (1985), Bergstrand (1985), and Deardorff (1998). Over time, the 

gravity model has been successfully applied to a variety of areas, including cross-border capital flows by Kimura 

and Lee (2006) and Ceglowski (2006), international education by Sa et al. (2004), Bessey (2012), and Gündüz 

(2018), tourism by Karagöz (2008), Keum (2010), and Gündüz (2019), and migration flows by Vogler and Rotte 

(2000) and Lewer and Van den Berg (2008). 

There are some techniques for performing panel data analysis, such as the pooled least squares method (POLS), 

fixed effects (FE) and random effects (RE) models. Panel data models are divided into five different groups 

depending on the values of the parameters according to unit and/or time (Hsiao, 2022): 

Both constant term and slope parameters are constant model with respect to unit and time: 

𝑌𝑖𝑡=𝛽0+∑𝑘 𝛽𝑘𝑋𝑘𝑖𝑡+𝜇𝑖𝑡 t=1,..,T         i =1,..., N   (1) 

The model in which the slope parameter is constant and the constant term varies from unit to unit: 

Yit=β0i+∑k βkXkit+μit t=1,…,T  i=1,...,N (2) 

The model in which the slope parameter is constant and the constant term varies according to unit and time: 

Yit=β0it+∑
k                

βkXkit+μit                    i=1,...,N  t=1,…,T                                                           (3)
 

Model where all parameters are variable with respect to units but constant with time: 

Yit=β0i+∑k             βkiXkit+μit                  i=1,...,N   t=1,...,T  (4) 

 

Model in which all parameters vary according to both unit and time: 

Yit=β0it+∑
k              

 βkitXkit+μit t=1,..,T      i=1,...,N                                                            (5)                                                                              
 

Pooled Least Squares 

The pooled least squares method can be used when the pooled groups are relatively similar or homogeneous. This 

is one of the simplest panel-data models, as all parameters are constant (reject any effect of time). In this method, 

there is no autocorrelation between observations, given the units. Errors across unit and time have constant 

variance. Error terms are zero mean, constant variance, independent, and uniform distribution. 

The estimation of this model is quite simple and its assumptions are similar to those of the classical model. Level 

differences can be eliminated with "mean-centering." The model can directly use the least squares method on 

cascading groups. A large standard error of the model (small T-statistic) may be a warning that the group is not that 

homogeneous and that a more advanced method such as the random effects model may be more appropriate 

(Johnston and Dinardo, 1997; Greene, 2003). 

yit = β1Xit + α + μit        i =1..., N      t=1…, T                                                                                 (6) 

where 𝛼 is the unknown intercept, 𝑌𝑖𝑡 where i = entity and t = time, is the dependent variable, 𝑋𝑖𝑡 is indicates the 

independent variable, 𝛽1 is the coefficient, μ𝑖𝑡 is the error term. 

In the use of panel data analysis, there are some steps to be followed before the proposed regression model is used 

to estimate the function. First, it is necessary to determine which of the pooled least squares, fixed effects, or 

random effects models applied in panel data regression is the best. In this step, the Chow test and the Hausman test 

are applied to determine the best model. 
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Fixed Effects Model 

The fixed effects model is used to explore the impact of variables that change over time, and it is commonly 

applied to analyze the effects of a country, individual, company, or similar entities. This model looks at the 

relationship between predictor and outcome variables within specific units, where each unit has unique 

characteristics that may or may not influence the predictor variable. When applying the fixed effects model, it is 

assumed that certain factors might influence or affect the predictor or outcome variables and must therefore be 

accounted for. This explains the assumption of a correlation between the error term of the unit and its predictor 

variable. The fixed effects model focuses on these constant attributes over time, enabling the calculation of the 

overall effect of the predictors on the outcome variable. 

The term "fixed effects" refers to the fact that the parameters for each cross-section do not vary over time (they are 

time invariant), but only the data set changes (Gujarati, 2003). The unit error term and the constant should not be 

related because each unit is different. The fixed effects model is not suitable and a model is needed because the 

results may not be correct when the error terms are related. This is the main rationale for the Hausman test. 

The fixed effects model is formulated as (Greene, 2012): 

Yit= β1Xit + αi+ μit        t=1,…, T         i =1,…, N                                                                            (7) 

There 𝛼𝑖 (i=1...N) unknown constant term for each unit (n unit-specific constant unit), 𝑌𝑖𝑡 is dependent variable 

where i = unit and t = time, 𝑋𝑖𝑡 is represents an independent variable, 𝛽1 is independent variable coefficient, μ𝑖𝑡 is 

error term. Another way to understand the fixed effects model is that binary variables are to use. 

Thus, the equation of the fixed effects model is as follows: 

Yit = β0 + β1X1,it + ⋯ + βkXk,it+ γ2E2 + ⋯ + γnEn + uit                                                                (8) 

Time effects can also be added to the unit effects model to have a time and unit fixed effects regression model: 

Yit = β0 + β1X1,it + ⋯ + βkXk,it + γ2E2 + ⋯ + γnEn + σ2T2 + ⋯ + σ1T1 + uit                             (9) 

where Yit, i = entity and t = time, is the dependent variable, Xk,it denotes the presence of independent variables, 

𝛽𝑘 is the coefficient for the IVs, 𝑢𝑖𝑡 is the error term, 𝐸𝑛 is the n entity, You have n-1 entities in the model since 

they are binary (dummies). 𝛾2 Is the binary repressors' (entities') coefficient. 𝜎2 Is binary regressor (units) 

coefficient, 𝑇1 is time as binary variable (dummy) with time period t-1. 

In the random effects model, the same sources are valid, and in addition to these reasons, there may be an error due 

to the variance between studies. Accordingly, the variance, standard error and confidence interval values for the 

summary effect size in the random effect model will always be larger or wider than in the fixed effects model 

(Borenstein and Higgins, 2013). 

Random Effects Model 

Unlike the fixed effects model, the random effects model assumes that the variation across units is random and not 

correlated with the independent variables in the model. The key difference between the two models lies in whether 

the unobserved individual effect is linked to the independent variables, rather than in whether the effects are 

random. The random effects model is ideal when unit-specific differences are thought to influence the dependent 

variable. A major benefit of using random effects is that it allows for the inclusion of time-invariant variables as 

independent variables, which the fixed effects model does not accommodate.The random effects model is: 

Yit = β1Xit + αi+ μit + εit              i =1,.., N     t=1,…, T                                                                          (10) 

𝛼𝑖 (i=1...N) unknown constant term for each unit, 𝑌𝑖𝑡 dependent variable where i = unit and t = time, 𝑋𝑖𝑡 indicate 

the independent variable, 𝛽1 𝑖𝑠 independent variable coefficient, As previously stated, the error term consists of 

two parts: μ𝑖𝑡, individual error and ε𝑖𝑡 , random element that vary both over time and across units. The total of two 

error terms is the composite error. The random effects model assumes that the error term of each unit is 

uncorrelated with the explanatory variables, allowing time-invariant variables to be included as independent 

variables. In this model, it is essential to carefully define the characteristics of the predictor variables that may or 

may not be influenced. A challenge with this approach is that some relevant variables may be left out, causing 

deviations in the model due to the omission of key factors. One of the main benefits of the random effects model is 

its ability to extend the results beyond the sample data used in the analysis. (Gujarati, 2003). 
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RESULTS 

Utilizing the dataset, we conduct an analysis employing a distinct bilateral gravity model focused on Somalia, 

Somalia's total trade volume (TTV) comparing its EAC member states. The study utilizes key independent 

variables such as GDP, FDI along with supplementary variables, to delineate the intricate patterns within this trade 

framework. So the desired model in this study is as follows: 

lnXijt = 𝜷0 + 𝜷𝟏ln(GDPit∗GDPjt)+𝜷2ln(FDIit∗FDIjt)+𝜷3ln(TOit∗TOjt)+ 𝜷4ln(UNEMit∗UNEMjt)+ 𝜷5 

(Distanceij) + 𝜷6ln(POPit∗POPjt)+ 𝜷7(COMLANij) + 𝜷8(Landlocknessij)+ 𝜷9(COMborderij)+Uijt 

Where: 

Xij= Total trade between Somalia (i) and partner country (j), 

GDPi(GDPj) = Gross Domestic Product of country i(j), 

FDIi(FDIj) =  Foreign direct investment of country i(j), 

TOi(TOj) = Trade openness of country i(j), 

UNEMi(UNEMj) = Unemployment rate of country i(j), 

DistanceIJ= Distance between country i(j), 

POPI(POPJ) = Population of country i(j)   

COMLAN (I,J) = Common language (dummy) 

Land-lockness (i,j) dummy 

COMborder (i,j) = common border (dummy) 

Uij = error term 

𝛽𝛽s = parameters 

In this study a panel data collected from “world bank” and “the global economy” will be used to analyze the 

bilateral trade relations between Somalia and EAC parts through a panel gravity model approach from period 2015-

2022.  

Table 3: Descriptive Statistics Analysis of the Variables 

                              TTi_TTj      GDPiGDPj     FDIi_FDIj      TOi_TOj        UNEMi_UNEMj        POPi_POPj 

 Mean 15.52          25.41            0.60             51.12              7.59                        36.41 

Median                   12.21            8.62             0.46             38.52            4.50                       27.54  

 Maximum 61.59          113.42         1.85            122.90            20.05                      99.01 

Minimum 0.60            1.80            -0.01             22.24             0.87                       10.40  

Std. Dev. 13.03          30.75           0.51             26.80              6.08                      27.16 

Skewnes 1.02            1.40             0.55              1.12               0.73                       0.69 

 Kurtosis 1.01            0.93            -0.82              0.00              -0.88                     -0.74 

Observations   64           64                64                  64                  64                          64  

As shown in Table 3, looking at the mean values, we can see that TTi(TTj) has an average value of 15.52, 

indicating a moderate level. This suggests that the average total trade between Somalia and other countries is fairly 

substantial. Similarly, GDPi(GDPj) have mean value of 25.41 This information is crucial for understanding the 

economic dynamics between the two countries. Moving on to FDIi(FDIj), we see a mean value of 0.60, indicating a 

positive average flow of foreign direct investment (FDI) between the two countries. However, it's important to note 

that the range of FDIi(FDIj) is relatively narrow, with a minimum of -0.01 and a maximum of 1.85, suggesting that 

while there is generally a positive FDI flow, there might be some outliers or instances of negative FDI. The average 

trade openness TOi(TOj) between the two countries stands at 51.12, suggesting a substantial level of trade activity. 
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However, the standard deviation of 26.80 indicates a considerable variability in trade openness across observations. 

This variability could be indicative of diverse trading patterns or economic policies between the two countries. 

Regarding unemployment UNEMi(UNEMj), the mean value of 7.59 suggests a relatively low level of 

unemployment on average. However, the skewness of 0.73 and kurtosis of -0.88 indicate that the distribution of 

unemployment rates may be slightly skewed to the right and platykurtic, respectively. This implies that while the 

average unemployment rate might be low, there could be some observations with higher unemployment rates. 

Finally, examining the population POPi(POPj) statistics, we find a mean value of 36.41, indicating a moderate 

population size on average. However, the variability in population sizes is evident from the standard deviation of 

27.16, suggesting that there might be significant differences in population sizes across the observed countries. 

Table4: Regression Analysis (Distance and Total Trade) 

Residuals: 

Min       1Q   Median       3Q      Max 

-13.5137  -1.4638  -0.1088   0.7737  28.2063 

 

Coefficients: 

Estimate       Std. Error    t value         Pr(>|t|) 

(Intercept        6.564        1.975       3.324  0.00169 ** 

DIS 1,014.00    24.290      2.793     8.698 1.67e-11 *** 

DIS 1,800.30    13.370      2.793     4.788 1.60e-05 *** 

DIS 1,802.70     6.582      2.793       2.357  0.02246 * 

DIS 2,359.70    -1.039      2.793      -0.372  0.71152 

DIS 2,405.60    -3.094      5.924      -0.522  0.60386 

DIS 2,434.80    -5.845      2.793      -2.093  0.04155 * 

DIS 3,740.00    26.820      2.793      9.604 7.57e-13 *** 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

Residual standard error: 5.585 on 49 degrees of freedom 

(7 observations deleted as we supposed Somalia to be our Kilometer zero) 

Multiple R-squared:  0.8391, Adjusted R-squared:  0.8162 

F-statistic: 36.52 on 7 and 49 DF,  p-value: < 2.2e-16 

The regression results provide insight into the relationship between total trade and distance from Somalia to seven 

countries. The intercept, estimated at 6.564 and significant at the 1% level (p = 0.00169), represents the baseline 

trade value when the distance to Somalia is zero. This serves as a reference point for comparing how trade volumes 

vary with increasing distances to partner countries. Kenya, at a distance of 1,014 kilometers, exhibits a highly 

significant positive coefficient of 24.290 (p < 0.001). This suggests that despite the physical separation, Kenya 

enjoys a robust trade relationship with Somalia, likely facilitated by shared borders, economic complementarities 

and long-standing trade connections. The substantial coefficient emphasizes Kenya’s prominence as a trading 

partner. Tanzania, located 1,800.30 kilometers from Somalia, has a positive coefficient of 13.370, also highly 

significant (p < 0.001). This finding highlights a strong trade connection between the two nations, though it is less 

pronounced compared to Kenya. The difference may reflect Tanzania’s slightly greater distance or other trade-

influencing factors, such as infrastructure and policy barriers. Uganda, at a distance of 1,802.70 kilometers, shows a 

positive coefficient of 6.582, significant at the 5% level (p = 0.02246). While the trade volume is lower than that of 

Kenya and Tanzania, the positive value indicates that distance has a less pronounced negative effect on trade with 

Uganda compared to farther countries. Rwanda, at 2,359.70 kilometers, shows a negative coefficient of -1.039, but 

it is not statistically significant (p = 0.71152). This indicates minimal trade activity between Somalia and Rwanda, 

likely due to geographical separation and the limited economic ties between the two countries. South Sudan, 

located 2,405.60 kilometers from Somalia, has a slightly larger negative coefficient of -3.094, though it is also not 

statistically significant (p = 0.60386). This result reflects similarly weak trade engagement, with factors such as 

political instability and underdeveloped trade infrastructure potentially playing a role. Burundi, at a distance of 

2,434.80 kilometers, has a negative and statistically significant coefficient of -5.845 (p = 0.04155). The significant 

negative value indicates that greater distance has a measurable adverse effect on trade with Burundi, highlighting 

the challenge of maintaining economic connections with distant and less integrated partners.Finally, the 

Democratic Republic of Congo (DRC), despite being the farthest at 3,740 kilometers, exhibits a highly significant 

and positive coefficient of 26.820 (p < 0.001). This suggests a surprisingly strong trade relationship between 

Somalia and the DRC, potentially driven by specific goods in demand or favorable trade terms that mitigate the 

impact of distance. 

The model exhibits a strong fit, with a Multiple R-squared value of 0.8391, indicating that approximately 84% of 

the variation in total trade is explained by the distances included in the analysis. The Adjusted R-squared of 0.8162 
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further supports the model's reliability, accounting for the number of predictors and showing a consistent 

explanation of trade patterns. Additionally, the F-statistic of 36.52, accompanied by a highly significant p-value (< 

2.2e-16), confirms that the overall relationship between distance and total trade is statistically significant, providing 

robust evidence of the model's validity. 

Table 5: Pooled OLS (model1) 

 

Balanced Panel: n = 7, T = 8, N = 56 

Residuals: 

     Min.   1st Qu.    Median   3rd Qu.      Max.  

-10.03178  -2.17445  -0.26908   2.66946  15.93550  

 

Coefficients: 

                                 Estimate         Std. Error        t-value         Pr(>|t|)     

                                (Intercept)               -5.076648       1.642229         -3.0913        0.003254 **  

GDPi_GDPj            0.182986        0.023490         7.7898         3.52e-10 *** 

FDIi_FDIj                1.464066        2.397491        0.6107         0.544187     

TOi_TOj                   0.121899       0.055019        2.2156         0.031303 *   

UNEMi_UNEMj     -0.305226       0.261331       -1.1680        0.248358     

POPi_POPj               0.262461       0.055310        4.7453         1.78e-05 *** 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

Total Sum of Squares:    9354.4 

Residual Sum of Squares: 988.17 

R-Squared:      0.89436 

Adj. R-Squared: 0.8838 

F-statistic: 84.663 on 5 and 50 DF, p-value: < 2.22e-16 

 

Table 5 provides the results of a Pooled Ordinary Least Squares (OLS) regression model. This model aims to assess 

the relationship between several independent variables and a dependent variable across a balanced panel dataset 

with 7 entities (countries), 8 time periods, and a total of 56 observations. The coefficients estimated in the model 

provide insights into the impact of each independent variable on the dependent variable. Firstly, the intercept term 

(-5.076648) represents the expected value of the dependent variable when all independent variables are zero. Its 

significance (0.003254) suggests that even in the absence of the independent variables, there is a significant base 

level for the dependent variable. Among the independent variables, GDPi_GDPj (the ratio of GDP of country i to 

GDP of country j) shows a significant positive relationship with the dependent variable. The coefficient estimate 

(0.182986) indicates that as the GDP ratio increases, the dependent variable tends to increase as well. This 

relationship is highly statistically significant (3.52e-10), suggesting a robust impact of GDP differentials on the 

dependent variable. Similarly, the ratio of Trade opennes(TOi_TOj) exhibits a positive relationship with the 

dependent variable, as indicated by the coefficient estimate (0.121899) and its significance (0.031303). This 

suggests that an increase in the Trade openness ratio between the two countries leads to an increase in the 

dependent variable, albeit to a lesser extent compared to GDP differentials. Conversely, the coefficients for 

FDIi_FDIj (the ratio of FDI of country i to FDI of country j) and UNEMi_UNEMj (the ratio of unemployment rate 

of country i to unemployment rate of country j) are not statistically significant at conventional levels, indicating 

that these variables may not have a significant impact on the dependent variable in this model. Lastly, the ratio of 

population (POPi_POPj) shows a significant positive relationship with the dependent variable, with a coefficient 

estimate of 0.262461 and a highly significant p-value (1.78e-05). This suggests that as the population ratio between 

the two countries increases, the dependent variable also tends to increase. Overall, the model has a high adjusted R-

squared value of 0.8838, indicating that approximately 88.38% of the variability in the dependent variable is 

explained by the independent variables included in the model. The F-statistic of 84.663 with a p-value of < 2.22e-

16 confirms the overall statistical significance of the model. However, the study will be employed Pool-ability test 

aimed to know if our data can be pooled or not, POOL-ABILITY test hypothesis are:     

HO: pooled OLS is stable               HA: pooled OLS is unstable 

Table 6: Poolability Test Results 

 

 

F statistic 

data:  TTi_TTj ~ GDPi_GDPj + FDIi_FDIj + TOi_TOj + UNEMi_UNEMj + POPi_POPj 

F = 20.149, df1 = 30, df2 = 14, p-value = 2.678e-07 

alternative hypothesis: unstability 
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In this study it’s failed to reject the alternative hypothesis means that POOLED OLS is unstable or not appropriate 

to run in this study as shown in table (6). So we will go the other two models fixed effect model (FEM) and 

Random effect model (REM) then the study will perform Hausman test to choose FEM or Rem. 

Table 7: Fixed Effect Method (Model 2)FEM 

 

 

Balanced Panel: n = 7, T = 8, N = 56 

 

Residuals: 

     Min.   1st Qu.    Median   3rd Qu.      Max.  

-5.154463 -0.966906  0.049395  0.896199  4.388292  

 

Coefficients: 

                               Estimate           Std. Error          t-value               Pr(>|t|)     

GDPi_GDPj           0.336668          0.064949          5.1835            5.247e-06 *** 

FDIi_FDIj             -0.409908         1.387285          -0.2955            0.7690212     

TOi_TOj                0.388804          0.039160          9.9285            8.332e-13 *** 

UNEMi_UNEMj   -2.512358         0.697896         -3.5999            0.0008036 *** 

POPi_POPj             0.669261         0.108725         6.1555              1.993e-07 *** 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

Total Sum of Squares:    1528.5 

Residual Sum of Squares: 150.06 

R-Squared:      0.90183 

Adj. R-Squared: 0.87728 

F-statistic: 80.8364 on 5 and 44 DF, p-value: < 2.22e-16 

The Fixed Effect Method (FEM) regression analysis presented in Table 7 provides insights into the relationship 

between various independent variables and a dependent variable within a balanced panel dataset consisting of 7 

entities (countries) observed over 8 time periods, totaling 56 observations. The residuals, indicating the differences 

between observed and predicted values of the dependent variable, exhibit variability across the dataset, ranging 

from -5.154463 to 4.388292. Examining the coefficients, we find that GDPi_GDPj (the ratio of GDP of country i to 

GDP of country j) has a statistically significant positive relationship with the dependent variable, as indicated by its 

coefficient estimate of 0.336668 and a low p-value (5.247e-06). This suggests that as the GDP ratio increases, the 

dependent variable tends to increase as well. Contrarily, the coefficient estimate for FDIi_FDIj (the ratio of FDI of 

country i to FDI of country j) is not statistically significant (p-value: 0.7690212), indicating that FDI differentials 

may not have a significant impact on the dependent variable in this model. The ratio of trade openness (TOi_TOj) 

exhibits a statistically significant positive relationship with the dependent variable, with a coefficient estimate of 

0.388804 and a highly significant p-value (8.332e-13). This implies that an increase in trade openness between the 

two countries leads to an increase in the dependent variable. Furthermore, the coefficient estimate for 

UNEMi_UNEMj (the ratio of unemployment rate of country i to unemployment rate of country j) is highly 

statistically significant (p-value: 0.0008036), indicating a negative relationship. This suggests that as the 

unemployment rate ratio increases, the dependent variable tends to decrease. Lastly, the coefficient estimate for 

POPi_POPj (the ratio of population of country i to population of country j) is statistically significant (p-value: 

1.993e-07), indicating a positive relationship. This implies that as the population ratio between the two countries 

increases, the dependent variable tends to increase as well. Overall, the model demonstrates a high adjusted R-

squared value of 0.87728, indicating that approximately 87.728% of the variability in the dependent variable is 

explained by the independent variables included in the model. The F-statistic of 80.8364 with a p-value of < 2.22e-

16 confirms the overall statistical significance of the model. 

Table 8: Random Effect Method (Model3) REM 

 

 

Balanced Panel: n = 7, T = 8, N = 56 

 

Effects: 

varstd.dev share 

idiosyncratic 3.410   1.847 0.351 

individual    6.306   2.511 0.649 

theta: 0.7484 

 

Residuals: 

    Min.     1st Qu.      Median    3rd Qu.     Max.  
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-6.15075 -1.11992    0.10091  1.38166   6.90324  

 

Coefficients: 

                                   Estimate          Std. Error          z-value           Pr(>|z|)     

(Intercept)                 -13.542219       3.264054          -4.1489        3.341e-05 *** 

GDPi_GDPj                0.265076        0.042971           6.1687        6.885e-10 *** 

FDIi_FDIj                   1.417030        1.908739           0.7424        0.4578506     

TOi_TOj                     0.368565        0.051250           7.1916        6.405e-13 *** 

UNEMi_UNEMj       -1.070530        0.306182          -3.4964       0.0004716 *** 

POPi_POPj                 0.233066        0.070216           3.3193        0.0009024 *** 

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

 

Total Sum of Squares:    2024.1 

Residual Sum of Squares: 356.77 

R-Squared:      0.82374 

Adj. R-Squared: 0.80611 

Chisq: 233.664 on 5 DF, p-value: < 2.22e-16 

The effects section of the above Table 8 provides information about the variance components in the model. It 

indicates that there are two sources of variation: idiosyncratic and individual effects. The idiosyncratic component 

has a variance of 3.410 and a standard deviation of 1.847, while the individual component has a variance of 6.306 

and a standard deviation of 2.511. The share of variation attributed to idiosyncratic effects is 0.351, while the share 

attributed to individual effects is 0.649. Additionally, the value of theta (θ) is reported as 0.7484, which represents 

the proportion of total variance attributable to individual-specific effects. Examining the coefficients, we find that 

GDPi_GDPj (the ratio of GDP of country i to GDP of country j) has a statistically significant positive relationship 

with the dependent variable. The coefficient estimate is 0.265076 with a very low p-value (6.885e-10), indicating 

that as the GDP ratio increases, the dependent variable tends to increase as well. Contrary to the previous models, 

the coefficient estimate for FDIi_FDIj (the ratio of FDI of country i to FDI of country j) is not statistically 

significant (p-value: 0.4578506), suggesting that FDI differentials may not have a significant impact on the 

dependent variable in this model. The ratio of trade openness (TOi_TOj) exhibits a statistically significant positive 

relationship with the dependent variable, with a coefficient estimate of 0.368565 and a highly significant p-value 

(6.405e-13). This implies that an increase in trade openness between the two countries leads to an increase in the 

dependent variable. Furthermore, the coefficient estimate for UNEMi_UNEMj (the ratio of unemployment rate of 

country i to unemployment rate of country j) is highly statistically significant (p-value: 0.0004716), indicating a 

negative relationship. This suggests that as the unemployment rate ratio increases, the dependent variable tends to 

decrease. Lastly, the coefficient estimate for POPi_POPj (the ratio of population of country i to population of 

country j) is statistically significant (p-value: 0.0009024), indicating a positive relationship. This indicates that as 

the population ratio between the two countries grows, the dependent variable tends to increase as well. The model 

has a strong R-squared value of 0.82374, suggesting that about 82.374% of the variation in the dependent variable 

can be explained by the independent variables in the model. Moreover, the Chi-squared test statistic of 233.664, 

with a p-value of < 2.22e-16, supports the overall statistical significance of the model. 

Table 9: Hausman Test For Fixed and Random Effects  

 

 

Hausman Test 

data:  TTi_TTj ~ GDPi_GDPj + FDIi_FDIj + TOi_TOj + UNEMi_UNEMj + POPi_POPj 

chisq = 159.04, df = 5, p-value < 2.2e-16 

alternative hypothesis: one model is inconsistent 

 

As shown the above Table 9., the Hausman test was conducted to determine whether the fixed or random effects 

model would be most appropriate for this study. The test results led to the rejection of the null hypothesis, 

indicating that the fixed effects model might provide consistent estimates.  

The Hausman test is often considered a standard method for selecting between fixed and random effects models. 

However, in the context of this study, the Hausman test has limitations that should be acknowledged. One of the 

key drawbacks is that the Hausman test assumes that all relevant variables, including both time-varying and time-

invariant variables, are included in the model. The exclusion of time-invariant variables (such as shared language, 

borders, and distance) from the Hausman test may lead to misleading results. When these variables are critical for 

explaining the dependent variable, as in this study, the Hausman test may incorrectly favor the fixed effects model. 
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Studies have shown that the Hausman test’s sensitivity to omitted time-invariant variables makes it less reliable in 

contexts where such variables are significant (Wooldridge, 2010; Baltagi, 2005). Despite the Hausman test’s 

rejection of the null hypothesis and the suggestion to favor the fixed effects model, the random effects model 

remains a valid choice, particularly when time-invariant variables play a significant role in explaining the 

dependent variable. Fixed effects models exclude these time-invariant variables, potentially leading to an 

incomplete analysis.  

Scholarly literature supports the decision to rely on the random effects model despite Hausman test results. Bell and 

Jones (2015) argue that the Hausman test often fails to consider the practical importance of time-invariant variables 

in panel data analysis. They emphasize that when such variables are theoretically crucial, the random effects model 

should be preferred. Furthermore, Jaffe and Esarey (2017) critique the Hausman test, highlighting its limitations in 

situations where model assumptions are only slightly violated. These insights underscore that while the Hausman 

test provides a statistical basis, practical and theoretical considerations can justify the use of the random effects 

model. To ensure the robustness and reliability of the random effects model, several diagnostic tests were 

conducted. The Durbin-Watson test and Wooldridge test for serial correlation were performed to detect 

autocorrelation in the residuals, with results confirming that serial correlation was not a significant concern. To 

address potential heteroscedasticity, the Breusch-Pagan test and Godfrey test were applied, ensuring that the 

variance of error terms was constant across observations. Additionally, the Variance Inflation Factor (VIF) was 

used to assess multicollinearity among independent variables, confirming that multicollinearity was not a problem. 

moreover, robust standard errors were employed to address any potential heteroscedasticity, which has been shown 

to improve the reliability of the results (Cameron and Trivedi, 2005).These diagnostic tests reinforce the validity of 

the random effects model in this study. The inclusion of time-invariant variables such as shared language and 

borders aligns with established research practices. For example, Baier and Bergstrand (2007) demonstrate the 

importance of accounting for time-invariant factors like geographical proximity in analyzing trade patterns. Their 

work highlights how such variables significantly influence trade flows and should not be omitted from the analysis. 

By including these variables through the random effects model.This approach balances statistical rigor with 

theoretical relevance, making the random effects model the most appropriate choice for analyzing the determinants 

of trade between Somalia and other East African Community countries. 

Table 10: Durbin-Watson test for serial correlation in panel models 

 

data:  TTi_TTj ~ GDPi_GDPj + FDIi_FDIj + TOi_TOj + UNEMi_UNEMj + POPi_POPj 

DW = 0.87603, p-value = 1.695e-07 

alternative hypothesis: serial correlation in idiosyncratic errors 

 

Table 11: Breusch-Godfrey/Wooldridge test for serial correlation in panel Models  

 

 

data:  TTi_TTj ~ GDPi_GDPj + FDIi_FDIj + TOi_TOj + UNEMi_UNEMj + POPi_POPj 

chisq = 24.443, df = 8, p-value = 0.001931 

alternative hypothesis: serial correlation in idiosyncratic errors 

The Durbin-Watson (DW) test for serial correlation in panel models and the Breusch-Godfrey/Wooldridge test 

serve as diagnostic tools to assess the presence of serial correlation in the idiosyncratic errors of panel data 

regression models. Starting with the Durbin-Watson test, the obtained DW statistic is 0.87603 with a corresponding 

p-value of 1.695e-07. The DW statistic ranges between 0 and 4, with values close to 2 indicating no serial 

correlation, while values significantly different from 2 suggest the presence of serial correlation. In this case, the 

DW statistic is considerably below 2, indicating the presence of positive serial correlation in the idiosyncratic 

errors of the panel model. The low p-value further supports this observation, suggesting strong evidence against the 

null hypothesis of no serial correlation. Additionally, the Breusch-Godfrey/Wooldridge test is conducted to further 

investigate the presence of serial correlation in the idiosyncratic errors of panel models. The test yields a chi-square 

statistic of 24.443 with 8 degrees of freedom and a p-value of 0.001931. Similar to the DW test, the low p-value 

indicates strong evidence against the null hypothesis of no serial correlation. Consequently, the results of this test 

align with the Durbin-Watson test outcomes, confirming the presence of serial correlation in the idiosyncratic 

errors of the panel model. Both tests indicate that serial correlation exists in the errors of the panel model. This 

breach of the assumption of independent errors can lead to biased parameter estimates and flawed hypothesis 

testing. To rectify this, the study will address the serial correlation after testing for heteroscedasticity, in order to 
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account for correlated errors and ensure the accuracy of the panel regression analysis. Heteroscedasticity refers to a 

condition where the residuals in a model do not have a constant variance. When the variance of the residuals varies, 

this is considered heteroscedasticity, which is undesirable. Various tests can identify heteroscedasticity, including 

the Breusch-Pagan test, which is employed in this study. 

HO: there is homoscedasticity p- value greater than 5% HA:there is heteroscedasticity p-value less than 5% 

Table 12: Breusch-Pagan test  

 

Breusch-Pagan test 

 

data:  TTi_TTj ~ GDPi_GDPj + FDIi_FDIj + TOi_TOj + UNEMi_UNEMj + POPi_POPj 

BP = 54.452, df = 5, p-value = 1.692e-10 

 

The Breusch-Pagan test, as shown in Table 12, is a diagnostic method used to detect heteroscedasticity in 

regression models. Heteroscedasticity refers to a situation where the variance of the errors is not constant across 

different levels of the independent variables. In this test, the null hypothesis assumes that the variance of the errors 

is constant (homoscedasticity), while the alternative hypothesis suggests that the variance is not constant 

(heteroscedasticity). For the panel model under examination, the Breusch-Pagan test produces a test statistic (BP) 

of 54.452 with 5 degrees of freedom and a very small p-value of 1.692e-10. This strongly rejects the null 

hypothesis of homoscedasticity, indicating the presence of heteroscedasticity in the regression model. 

Heteroscedasticity can lead to biased and inefficient estimates of the parameters, which can undermine the 

reliability of statistical inferences. Therefore, it is crucial to address heteroscedasticity to ensure the validity of the 

regression findings. A common solution for this issue is the use of robust standard errors, which is the approach 

employed in this study. 

Table 13: Controlling Heteroscedasticity  

 

t test of coefficients: 

                                 Estimate       Std. Error      t - value         Pr(>|t|)     

(Intercept)               -13.542219     3.317761      -4.0817        0.0001609 *** 

GDPi_GDPj              0.265076      0.086343       3.0700        0.0034552 **  

FDIi_FDIj                1.417030       1.544626       0.9174        0.3633403     

TOi_TOj                   0.368565      0.122139       3.0176        0.0040013 **  

UNEMi_UNEMj      -1.070530     0.452321     -2.3668        0.0218585 *   

POPi_POPj                0.233066     0.165836     1.4054          0.1660845     

--- 

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

Table 13 provides the results of controlling for heteroscedasticity in the panel regression model. After detecting 

heteroscedasticity, it's essential to address this issue to ensure the reliability of the regression results. One common 

approach is to use robust standard errors. 

In this table, the estimates of the coefficients remain unchanged from the original model. However, the standard 

errors associated with each coefficient have been adjusted to account for the heteroscedasticity present in the 

model. These adjusted standard errors allow for valid hypothesis testing and confidence interval construction. 

Examining the coefficients, we observe that the variables GDPi_GDPj, TOi_TOj, and UNEMi_UNEMj exhibit 

statistically significant relationships with the dependent variable, as indicated by their respective p-values. 

Specifically, GDPi_GDPj (the ratio of GDP of country i to GDP of country j) has a statistically significant positive 

relationship with the dependent variable, implying that an increase in this ratio corresponds to an increase in the 

dependent variable. Similarly, TOi_TOj (the ratio of trade openness between country i and country j) shows a 

statistically significant positive relationship with the dependent variable. On the other hand, UNEMi_UNEMj (the 

ratio of unemployment rate of country i to unemployment rate of country j) demonstrates a statistically significant 

negative relationship with the dependent variable, indicating that an increase in this ratio corresponds to a decrease 

in the dependent variable. However, FDIi_FDIj (the ratio of FDI of country i to FDI of country j) and POPi_POPj 

(the ratio of population of country i to population of country j) do not exhibit statistically significant relationships 

with the dependent variable in this model. Overall, controlling for heteroscedasticity allows for more accurate 

inference regarding the relationships between the independent variables and the dependent variable. The 

significance of GDP ratios, trade openness ratios, and unemployment rate ratios suggests their importance in 

explaining variations in the dependent variable. 
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Table 14: Multicollinearity among Variables of Random Effect Model 

VARIABLE                                  VIF 

GDPi_GDPj                                 1.521988     

FDIi_FDIj                                     1.699912     

TOi_TOj                                       2.018358   

UNEMi_UNEMj                          1.972422     

POPi_POPj                                   2.186464 

Multicollinearity arises when one independent variable is highly correlated with one or more other independent 

variables in a multiple regression model. This issue is problematic because it diminishes the reliability of the 

statistical significance of the independent variables, making it harder to assess the unique contribution of each 

variable to the dependent variable. The variance inflation factor (VIF) is used in order to detect the 

Multicollinearity. The VIF is in between 1 and 10, Minimum possible value = 1.0 and Values > 10.0 may indicate a 

co linearity problem. The evaluation of multicollinearity within the random effect model, utilizing the Variance 

Inflation Factor (VIF) as a diagnostic tool, aligns with established methodological standards governing regression 

analyses. The commonly acknowledged criterion stipulates that VIF values ranging between 1 and 10 denote 

acceptable levels of multicollinearity, with a lower limit set at 1.0. Conversely, values exceeding 10.0 signal 

potentially problematic collinearity issues, which may compromise the robustness and validity of regression results. 

In the context of the present investigation, the VIF outcomes for the variables fall within the acceptable range, 

affirming a generally satisfactory degree of independence among predictors. Notably, the highest VIF value 

observed is 2.186, attributed to the variable POPi_POPj. While this value approaches the upper threshold, it 

remains within acceptable bounds, indicating moderate multicollinearity. Hence, we can say that there is no 

Multicolinearity among the independent variables .Since the variance inflation factor is less than 10 and is between 

1 and 10. 

CONCLUSIONS 

The purpose of this study has been to analyze bilateral total trade between Somalia and Other East African 

community countries through panel gravity model approach during periods from 2015 to 2022. The paper focused 

on analyzing bilateral total trade, gross domestic product, foreign direct investment, trade openness, 

unemployment, population and distance between Somalia’s capital and the partner countries capital by applying the 

gravity model to study Somalia’s trade with its trading partners. The study utilized panel data estimation techniques 

to examine the relationships and factors influencing trade patterns between Somalia and its trading partners.  This 

study employed random effect method  to analyze Somalia’s bilateral total trade with other EAC member states. 

The study used total trade the dependent variable while gross domestic product, foreign direct investment, trade 

openness, unemployment,  population and distance were independent variables of this study. The study used 

common language, common border, and landlockness as dummy variables. The study found that GDPi_GDPj has a 

statistically significant positive relationship with the dependent variable. The TOi_TOj exhibits a statistically 

significant positive relationship with the dependent variable. Moreover, the coefficient estimate for POPi_POPj is 

statistically significant, indicating a positive relationship. The coefficient estimate for UNEMi_UNEMj is highly 

statistically significant, indicating a negative relationship. The study found that FDI is not statistically significant 

on the bilateral trade between Somalia and its trading partner country in EAC. Further more, the study found that 

shared language significantly facilitates bilateral trade flows and landlockness, on the other hand strongly impedes 

bilateral trade flows. Suprisingly, the study found that common borders have a significant and unexpected negative 

effect on bilateral trade flows. This result challenges traditional trade theories, such us the Gravity model, which 

typically predict a positive relationship between shared borders and trade due to reduced transportation costs and 

easier market access. The negative coefficient may indicate the presence of competitive economic structures, where 

neighboring countries produce similar goods and compete for the same markets, thereby reducing bilateral trade. 

alternetively, it could reflect unobserved trade barriers, such us historical conflicts,restrictive border policies, or 

inadequate infrastructure, which offset the geographic advantage of proximity. This finding suggests that the mere 

presence of a shared border does not guarentee increased bilateral trade and highlights the need for further 

investigation into the specific economic,political, and institutional factors influencing cross-border trade dynamics. 

Finally the study has a high R-squared value of 0.82374, indicating that approximately 82.374% of the variability 

in the dependent variable is explained by the independent variables included in the model. We can say that if the 

mailto:sssjournal.info@gmail.com


International Social Sciences Studies Journal 2025 Vol: 11 (2) FEBRUARY 

 

sssjournal.com International Social Sciences Studies Journal  sssjournal.info@gmail.com 

206 

bilateral total trade between Somalia (i) and its partner country (j) influenced by different factors, then 82.374% of 

the variation influenced by GDP, UNEM, POP and DIS while the remaining 17.626 % influenced unknown factors 

outside the model. 

Policy Implications 

The positive relationship between GDP and bilateral trade underscores the need for Somalia to prioritize policies 

that foster economic growth. Investments in infrastructure, education, healthcare, and technology are essential to 

enhance productivity and create an environment conducive to trade expansion. Additionally, promoting economic 

diversification can further stabilize growth and reduce vulnerability to external shocks. The significant positive 

impact of trade openness on bilateral trade suggests that Somalia should continue to pursue and deepen trade 

liberalization policies. By reducing trade barriers, streamlining customs procedures, and enhancing trade 

facilitation measures, Somalia can boost its trade volumes with EAC member states.  
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